Программа для поступающих на НАПРАВЛЕНИе подготовки магистратуры 27.04.03 «Системный анализ и управление» (магистерская программа «Системный анализ данных и моделей принятия решений»)
ПРОГРАММА ВСТУПИТЕЛЬНЫХ ИСПЫТАНИЙ ПО ДИСЦИПЛИНЕ «Системный анализ, ОПТИМИзация и принятие решений»

Тема 1. Основные понятия системного анализа и теории принятия решений
Системный анализ, системный подход. Проблема, цель, задача, функции, структура, параметры. Анализ и синтез. Агрегирование и декомпозиция. Задача принятия решений. Этапы проведения системного исследования. Типы моделей систем (модель черного ящика, модель состава, структуры). Особенности их использования при рассмотрении систем в статике и в динамике.

Тема 2. Неформализованные этапы проведения системного исследования

Конфигуратор. Проблема, проблематика. Методика построения проблематики. Перечень заинтересованных лиц. Лицо, принимающее решение. Активные и пассивные участники. Цель и критерий. Трудности, связанные с определением целей. Требования, предъявляемые к критериям. Методы генерирования альтернатив. Мозговой штурм, синектика, морфологический анализ.
Тема 3. Классификации задач оптимизации и принятия решений

Математическая постановка задачи оптимизации. Трудности, связанные с построением математических моделей задач оптимизации и принятия решений. Однокритериальные и многокритериальные задачи оптимизации. Линейного программирование. Нелинейное программирование. Динамическое программирование. Безусловные и условные задачи принятия решений.

Тема 4. Решение задач линейного программирования

Стандартная и каноническая формы задач линейного программирования. Симплекс-метод.
Тема 5. Аналитический подход к решению задач оптимизации

Алгоритм решения безусловных задач оптимизации аналитическим методом. Необходимые условия экстремума первого и второго порядка. Достаточные условия экстремума. Особенности аналитического подхода к решению задач условной оптимизации. Необходимые и достаточные условия условного экстремума. Теорема Куна-Таккера. 

Тема 6. Численный подход к решению задач оптимизации
Обобщенный алгоритм численного поиска безусловного экстремума. Методы нулевого порядка (прямого поиска). Методы первого порядка (градиентные). Методы второго порядка (методы Ньютона). Принципы построения численных методов поиска условного экстремума. Метод штрафов. Метод барьерных функций.

Тема 7 Методы многокритериальной оптимизации систем

Приоритет частных критериев оптимальности. Область компромисса, область согласия. Оптимальность по Парето. Метод главного критерия. Метод последовательных уступок. Метод свертки критериев. Аддитивная и мультипликативная свертка. Способы определения весовых коэффициентов в функциях свертки.
Тема 8 Принятие решений в условиях риска и неопределенности

Классификация задач принятия решений по наличию информации о последствиях выбора. Принятие решений в условиях неопределенности. Альтернативы, исходы, платежная матрица. Максиминный критерий. Минимаксный критерий. Критерий Сэвиджа. Критерий Гурвица. Принятие решений в условиях нечеткой информации. Нечеткое множество. Функция принадлежности. Методы построения функций принадлежности.
Тема 9 Эксперименты в системных исследованиях

Эксперимент. Опыт. Виды экспериментов. Использование экспериментов в системных исследованиях. Планирование эксперимента. Факторы, отклики. Аппроксимирующая функция. Количество опытов в эксперименте. Двухуровневый, трехуровневый и многоуровневый эксперимент. Полный факторный эксперимент. Способы сокращения числа опытов в эксперименте. Обработка результатов эксперимента. Метод наименьших квадратов.
Тема 10 Использование методов многомерного статистического анализа в задачах системного анализа и принятия решений

Основные понятия многомерного статистического анализа. Генеральная совокупность, выборка, репрезентативность выборки. Корреляционный анализ. Виды коэффициентов корреляции. Регрессионный анализ. Анализ качества уравнения регрессии. Метод главных компонент. Кластерный анализ.
ПРОГРАММА ВСТУПИТЕЛЬНЫХ ИСПЫТАНИЙ ПО ДИСЦИПЛИНЕ «ВЫЧИСЛИТЕЛЬНЫЕ СЕТИ И КОМПЛЕКСЫ»
Тема 1. Общие сведения о компьютерных сетях

Назначение, состав и структура сетей ЭВМ. Классификация сетей ЭВМ. Сетевые топологии и методы доступа к среде передачи данных. Методы и технологии проектирования средств телекоммуникаций. Физическая и логическая структуризация сетей ЭВМ.

Тема 2. Стандартизация сетевых решений

Эталонная модель взаимодействия открытых систем (модель OSI). Иерархия протоколов. Протоколы канального, сетевого, транспортного и сеансового уровней. Стек протоколов TCP/IP. Архитектура стека протоколов TCP/IP: уровень приложения, уровень транспорта, протокол управления передачей (TCP), пользовательский протокол дейтаграмм (UDP), межсетевой уровень NDIS. 

Тема 3. Аппаратные средства компьютерных сетей

Каналы связи телекоммуникационных сетей, их основные характеристики и классификация. Проводные и кабельные линии связи. Беспроводные линии связи. Устройства объединения сетей. Повторители и концентраторы. Мосты и коммутаторы. Маршрутизаторы и шлюзы.

Тема 4. Программные средства компьютерных сетей. Сетевые операционные системы

Серверное программное обеспечение. Выбор сетевой операционной системы. Структура сетевой операционной системы. NOS для сетей масштаба предприятия. Клиентское программное обеспечение. Сетевые файловые системы

Тема 5. Инструментальное сетевое программное обеспечение

Концепция и понятие «сокета» (socket). История возникновения. Структура сокетов, вычислительные ресурсы необходимые для поддержания сокетов.
Тема 6. Локальные сети ЭВМ

Характеристики и классификация локальных сетей ЭВМ. Конфигурации локальных вычислительных сетей и методы доступа в них. Базовые технологии построения локальных сетей ЭВМ. Высокоскоростные технологии локальных сетей ЭВМ.

Тема 7. Глобальные сети ЭВМ
Обобщенная структура и функции глобальных сетей ЭВМ. Типы глобальных сетей ЭВМ. Конфигурации глобальных сетей ЭВМ и методы коммутации в них. Технологии построения глобальных информационных сетей.
Тема 8. Глобальная информационная сеть Интернет

Основные концепции сети Интернет. Принципы функционирования Интернет. Протоколы информационного взаимодействия абонентских систем в сети Интернет. Адресация в сети Интернет. Адресация хостов в сети. Организация доступа к сети Интернет.
Тема 9. Пользовательские технологии работы в Интернете

Стандартные приложения для работы с Интернет. Свойства и функции браузеров. Поиск информации в сети Интернет. Использование поисковых систем.
Тема 10. Информационная безопасность в сетях

Обеспечение безопасности телекоммуникационных связей и административный контроль. Проблемы секретности в сетях ЭВМ и методы криптографии.
ПРОГРАММА ВСТУПИТЕЛЬНЫХ ИСПЫТАНИЙ ПО ДИСЦИПЛИНЕ «Теория автоматического управления»

Тема 1. Общие сведения о системах автоматического управления.

 Понятие о замкнутых автоматических системах. Классификация автоматических систем управления по характеру внутренних динамических процессов. Программы и алгоритмы управления. 

Тема 2. Методы анализа и синтеза непрерывных линейных систем управления.

Анализ переходных процессов в линейных системах. Процессы в линейных объектах и системах управления непрерывного типа.  Управляемость, наблюдаемость систем автоматического управления. Основные понятия теории устойчивости. Корневые критерии устойчивости.    Метод Ляпунова. Критерий Ляпунова, алгебраические критерии Гурвица. Частотные критерии Михайлова и Найквиста. Законы управления.  Оценка качества управления. 

Тема 3. Линейные дискретные системы.


Импульсные системы. Устойчивость импульсных систем. Оценка качества импульсных систем. Цифровые системы.

Тема 4. Нелинейные  системы автоматического управления.


Точные методы исследования устойчивости. Фазовые траектории и метод точеных преобразований.  Теоремы прямого метода А.М Ляпунова и их применение. Частотный метод В.М. Попова. Приближенные методы исследования устойчивости и автоколебаний. Гармоническая линеаризация.  Оценка качества нелинейных процессов управления. 


Тема 5. Оптимальные и адаптивные системы автоматического управления.

Использование классических вариационных методов. Динамическое программирование. Системы экстремального управления. Самонастраивающиеся системы.

ПРОГРАММА ВСТУПИТЕЛЬНЫХ ИСПЫТАНИЙ ПО ДИСЦИПЛИНЕ «интеллектуальные системы»
Тема 1.  История и этапы развития искусственного интеллекта.

Тема 2. Основные подходы к созданию систем искусственного интеллекта.

Тема 3. Основные направления развития искусственного интеллекта.

Представление знаний и разработка систем, основанных на знаниях; Игры и творчество; Разработка естественноязыковых интерфейсов и машинный перевод; Распознавание образов; Новые архитектуры компьютеров; Интеллектуальные роботы; Специальное программное обеспечение; Обучение и самообучение.
Тема 4. Основные определения искусственного интеллекта: данные и знания.

Тема 5. Основные определения искусственного интеллекта: стратегии получения знаний.

Приобретение, извлечение, формирование.
Тема 6. Классификация методов извлечения знаний.

Коммуникативные, пассивные, активные.
Тема 7. Характеристика пассивных методов извлечения знаний.

Наблюдения, мысли вслух, лекции.
Тема 8. Характеристика активных методов извлечения знаний.

Анкетирование, интервью, свободный диалог, игры с экспертом.
Тема 9. Характеристика текстологических методов извлечения знаний.

Задача понимания и выделения смысла текста.
Тема 10. Методы представления знаний: продукционная модель.

Модель основанная на правилах если (условие) то (действие).
Тема 11. Методы представления знаний: семантические сети.

Понятия семантики, формы представления семантических сетей, классификация семантических сетей.
Тема 12. Методы представления знаний: фреймы.

Понятие фрейма, структура фрейма, модель фрейма, свойства фрейма.
Тема 13. Нечеткая логика: математический аппарат.

Функция принадлежности, нечеткие множества, характеристики нечетких множеств, операции над нечеткими множествами.
Тема 14.  Нечеткий логический вывод.

Структурная схема системы нечеткого вывода, понятия фазификации и дефазификации, основные модели нечеткого вывода.

Тема 15. Операции с нечеткими множествами.

Тема 16. Области применения нечеткой логики.
Тема 17. Назначение и общая характеристика экспертных систем.

Понятие экспертной системы, типы задач решаемых экспертными системами.
Тема 18. Структура экспертных систем.

Структура статической и динамической ЭС.
Тема 19. Этапы разработки экспертных систем.
Тема 20. Представление знаний в экспертных системах.

Классификация знаний в экспертных системах, уровни представления и уровни детализации.
